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𝜇 = 7.38
σ = 1.69

𝜇 = 7.72
σ = 2.95

𝜇 = 22.06
σ = 1.92

“It’s a 
Herring Gull.”

“What species 
of gull is 
this?”

P3: These changes result in large performance differences.

CUB200 Accuracy

𝜇 = 41.05
σ = 0.74

𝜇 = 47.19
σ = 2.37

𝜇 = 63.36
σ = 1.26

P2: MLLM outputs are not robust to small changes.

P1: FGVC choice counts are too big for classic MCQ evaluation.

free-form

“This bird is an Ivory Gull.”

constrained decoding

c: Ivory Gull

“What is the species of 
this bird?”

“What species is indicated?”
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R2: With writing as source of randomness, 
results are statistically significant.

Datasets

R3: Using CoT-inducing prompts or more 
specific instructions degrades performance.

Benchmarked on 7 FGVC 

datasets: CUB200, Flowers102, 

FGVC Aircrafts, Stanford Cars, 

Food101, NABirds, iNat21-Birds
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17.12

See project repo for our small labeled answer 
extraction dataset for fine-grained species!

[1] "Let’s think 
step by step."

[2] "First,"

[3] "Let’s solve this 
problem by splitting 
it into steps."
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“bird” → “gull”
“It’s an

 Ivory Gull.”

“What species 
of bird is 

this?”
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succinct response

open-endedspecies only

(a) “Bird”
(b) “Cat”
(c) “Dog”
(d) “Airplane” 

Coarse (# classes ≤ 5):

(a)“Gray Catbird”
(b)“N. Mockingbird”
    … 

(eb) “Ivory Gull” 

Fine (# classes ≫ 200):Image:

R1: Answer extraction improves zero-shot 
fine-grained visual classification.
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